
In the lectures so far, we have looked at techniques 
to find reduced-order models for physical systems 
and have derived conditions for system stability

•

In the final lectures we will look at control•

There are a vast array of control methods available, 
but I want to give a very brief overview of one 
general method known as Model Predictive Control 
(MPC).

•

This is a versatile technique and is applicable to 
nonlinear systems. Since these often arise in fluid 
structure interactions, it may be of some interest to 
you!  

•

Model Predictive Control
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Will consider only discrete time control systems•

Interpret / assume:•

Goal: find a control strategy    

to ensure asymptotic stability of closed-loop dynamics 

3. MPC problem set-up

   Model Predictive Control Page 2    



The key idea of MPC is to use the model to predict
the controlled response of the system over a 
horizon of N future timesteps

•

An optimization problem is solved to pick a 
sequence of optimal future  control inputs over the 
future horizon

•

Only the first optimal input is applied, and the 
system evolves over one timestep.

•

The optimization process is then repeated, treating 
the new state of the system as the initial condition.    

•

3. MPC ingredients
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3.1 Definitions for MPC
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Given the system is currently at state               the idea 
of MPC is to solve  

•

3.1 MPC Optimization Problem
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3.1 More MPC Notation
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Can now formally define MPC feedback law and algorithm•

Feedback law:

Suppose that1.

Define optimal control inputs2.

where

The MPC feedback law                             is defined by   3.

Closed loop MPC: Given the feedback law   

3.1 Closed loop MPC 

   Model Predictive Control Page 9    



The statement                  just says that the state can be drive to 
the final state constraint set in N steps. 

•

Since the number of steps is arbitrary, we can build up this 
idea using a sequence of nested subsets.   

•

3.2 A visual overview of MPC

   Model Predictive Control Page 10    



3.2 A visual overview of MPC
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Given the nested sets, it is natural to define a series of MPC-
like optimisation problems with different horizon lengths.

•

Define the stage costs                                  by•

Define the optimal costs by •

Dynamic Programming

For any              the optimal cost is

And the optimal control is

3.3 Dynamic Programming
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We now assume that a controller exists which can force the 
system to perform well locally in       .

•

The dynamic programming relations then imply that this good 
behaviour is inherited on all the nested sets. 

•

Taking more steps from a 
feasible point cannot cost 
more!

3.3 Towards MPC stability
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The point of this section is to study stability of the closed-loop 
MPC dynamics 

•

Assumptions: •

The aim is to show that the optimal cost•

is a Lyapunov function for the closed-loop system  

3.3 MPC Stability
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